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ABSTRACT
Pursuing or maintaining beautifulness nowadays has becomea trend
in modern society, especially among the celebrity community. In
some cases, one may choose to adopt drastic procedures to alter his
or her facial or body features to achieve the desired beauty,thus the
blossom of industry on cosmetic plastic surgeries. In addition, peo-
ple whose faces got damaged due to accidental burns or wounds
may also �nd these surgeries necessary. However, as performing
the related surgeries are still considered intrusive and costly, it is
better to “preview” the result before a surgery is actually carried
out. As many believe that facial appearance matters most, wehave
developed a system that allows a user to input a photo and changes
the associated individual facial feature in an automatic and user-
friendly manner. Overall speaking, our system makes contributions
in the following four aspects. First, our system not only offers the
previewing functionality, but also allows users to interactively �ne-
tune the desired results, thus making it a useful companion tool for
facial cosmetic surgeries. Second, instead of exchanging the overall
look of a face, as being done by some existing approaches, oursys-
tem offers much �ner granularity by allowing each and every facial
feature to be changed individually and independently, thusachiev-
ing higher face-off �exibility. Third, while existing tools generally
entail manual effort to locate or align facial features, oursystem,
through the help ofActive Shape Modelor ASM for short, char-
acterized by a scheme ofautomatic feature extraction, eliminates
most of the needs of user assistance. Finally, for convenience, we
have constructed a database of facial features to facilitate the facial
feature alteration process. To justify our claims, we have rendered
results and compared them with those from existing approaches to
demonstrate the effectiveness of our system. We have also con-
ducted a user study to further con�rm the usefulness of such asys-
tem.

Categories and Subject Descriptors
I.3.4 [Computer Graphics]: Graphics Utilities; I.4.8 [Image Pro-
cessing And Computer Vision]: Scene Analysis
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1. INTRODUCTION
The rapid advances on modern technology has turned many im-
possible things into reality, including the alteration of body or fa-
cial appearance of a person. A person may request such a change
for enhancing his/her beautifulness or recovering from a damage
due to some accident. Though viewed as minor surgeries now, the
involved procedures for appearance alteration are still considered
invasive and costly, therefore a vivid preview of the resultwould
be very helpful. Empirical studies suggest that facial appearance
in general signi�cantly in�uences the �rst impression of a person,
we therefore employ all our endeavor to develop a system thatal-
lows a user to rapidly and conveniently foresee what he/she will be
looked like if the desired procedure is carried out. For convenience,
hereafter we will refer the process of altering one's faciallook as
face-off.

In general, there are some existing tools/approaches that might help
the preview process, at least to a certain degree. For example, the
work of interactive digital photomontageby Agarwalaet al.[2] and
the work ofdrag-and-drop pastingby Jiaet al. [13]; however, the
involved manual effort, i.e., to identify the facial feature contour
from the source image, and to locate the corresponding region in
the target image to be changed, still remains, thus making ita rela-
tively tedious and inconvenient process. In addition, one subtle and
un-addressed issue is the dealing with cases where a source facial
feature is smaller than the target one, which makes a direct appli-
cation of previous approaches inapplicable. Moreover, it is quite
possible that a user might have to try numerous combinationsbe-
fore he/she could make the �nal decision, and therefore it justi�es
the need of an ef�cient and friendly user interface.

The main contribution of this paper is fourfold. First, based on the
technique ofActive Shape Modelor ASM for short [9, 10], we have
devised an automatic facial feature identi�cation scheme that is es-
pecially tailored to the need of the proposed face-off process, thus
eliminating the need of any user involvement. Second, unlike most
existing approaches to allow only a face change in its entirety, our
system provides �ner granularity by permitting the change of each
and every facial feature, and a result, a higher degree of face-off
�exibility can be achieved. Third, we have managed to deal with
nearly all the cases where source and target facial featuresmay
present a huge variety in terms of size, shape and color, etc.Finally,
to facilitate the whole face-off process, we have built a database
containing a variety of facial features to choose from, thusgreatly
simplifying the involved procedures. By coupling our proposedau-



tomatic facial feature detectionscheme with the well-knownPois-
son image editing[23] technique, we have built a system that ful-
�lls our claims. We have rendered results and compared them with
those from existing approaches when applicable to prove theuse-
fulness of our system. A user study is also conducted to further
complete this study. In addition to face-off, our developedsystem
could be adopted in other applications as well. For example,many
people now chooseavatarsto represent themselves, either for con-
cealing their identities or appearance imperfections, in the virtual
world communications with others. In this regard, our system is
thus an ideal tool for composing a desired image. Another example
is for the police to compose a suspect photo, as was also done by
[17], and our system is better equipped to produce more pleasing
results.

The rest of the paper is organized as follows. Section 2 reviews
related literature regarding this work. Section 3 describes the face-
off approach that we adopt to achieve the desired purpose. Section
4 details the algorithm that we employ to automatically and rapidly
locate the facial features in a given photo. Section 5 demonstrates
the rendered results of this work to proof the effectivenessof our
approach. Section 6 concludes our work, discusses its potential
limitations, and hints for its possible future extensions.

2. RELATED WORK
To extract the source feature and paint it on the target face,three
techniques will be involved. First, a seamlessimage stitchingis
required so that the target face does not look obtrusive. Second,
when a smaller source feature is to replace a larger feature on the
target face, animage inpaintingis needed to remove the underlying
larger feature before the source feature being placed to avoid po-
tential artifacts. Finally, to eliminate the manual effortfor locating
and aligning source and target features, an automaticfacial feature
identi�cation scheme is better provided. As a result, we review the
related work for each of the three mentioned techniques in turn.

Regarding image stitching, there are basically three approaches.
The �rst and presumably the most naive approach is to smooth the
transition or perform blending between two images, such as the
technique ofFeatheringor alpha blendingin Peleg's work [22],
the method ofpyramid blendingin Adelsonet al.'s work [1], and
the addition of a smooth function to make consistent the difference
along the joining seam of two images, as was done by Uyttendaele
et al.'s work [25]. The second approach is to �nd the bestcut or
seamto merge two images, as the work by Kwatraet al. [15] for
stitching images or synthesizing textures, which is based on the
graphcutalgorithm proposed by Boykovet al. [8]. The third ap-
proach involves manipulation in thegradient domain, that is, image
stitching is achieved by modifying the gradients in the source im-
age, under the boundary constraint determined by the seam where
two images are to be combined, as in the work by Perezet al. [23],
and Levinet al. [17]. We opt for Poisson image editing [23] as it
provides satisfactory results, both in quality and performance.

There are also a number of image inpainting algorithms available.
Bertalmioet al. proposed to perform the inpainting task by solving
apartial differential equationor PDE for short, and in terms of im-
plementation they applied iterative diffusion to propagate from the
border of the region to be inpainted towards the interior [3]. Though
such a method could provide reasonable results, it is very computa-
tionally expensive. Oliveiraet al. later addressed this issue by de-
vising a simplerconvolutionalgorithm to signi�cantly speed up the
whole inpainting process [21]. The idea ofpixel-based texture syn-

thesis, originally proposed by Efroset al. [11] and later improved
by Weiet al.[27], was adopted by Bornardet al. for image inpaint-
ing [7]. Generally speaking, in their approaches, every pixel to be
inpainted gets the color of the most similar pixel belongingto the
un-inpainted area, where the similarity is de�ned based on pixel's
neighborhood statistics. Sunet al. proposed to �rst distinguish
structures and textures from an image. Structures are handled with
user assistance anddynamic programming, while the rest with a
patch-based texture synthesistechnique, which copies and stitches
patches from the original textures to complete an image [24]. As
many of these inpainting algorithms involve non-negligible search-
ing or iteration overhead, we circumvent the case where inpainting
is needed by using Poisson image editing in a clever way, as will
be described in Section 3.

For facial feature identi�cation, a straightforward way isto man-
ually select the desired features, or through the “semi-automatic”
image segmentation tools such asintelligent scissorby Mortensen
et al. [20] or soft scissorby Wanget al. [26]. However, as we
claimed in the Introduction Section, we want to automate thepro-
cedures of feature segmentation, and therefore the techniques for
automatic extraction of facial features become relevant. Accord-
ing to the survey done by Yanget al. [29], there are basically
feature-based, knowledge-based, template-based, andcolor-based
approaches, where the last one, also the one most similar to our
approach, is to perform the judgment based on colors, which could
be RGB, normalized RGB, HSV, andY CbCr , etc. Kjeldsenet
al. applied the HSV color system to extract human skin from the
background of an image [14], and such an idea is also adopted in
our current implementation. By assuming that a face usuallyap-
pears in the middle of a photo, Linet al. made use of the symmetry
of facial features and their relative sizes and locations for feature
extraction. The whole process was later sped up by employinga
genetic algorithm. Guet al. applied the SUSAN (Smallest Uni-
value Segment Assimilating Nucleus) algorithm to identifyedge
and corner points from an input photo, and then the feature points
are located [12]. In this work, we borrow the idea from [14] for fa-
cial skin detection. Cootes et al. proposed theActive Shape Model,
or ASM for short, to extract an object contour from an input im-
age [9]. Their algorithm �rst collects the information frommany
contours drawn explicitly by people, �nds out the rules or princi-
ples of object shapes based on the gathered statistics, and �nally
derives object outlooks under different viewing angles or defor-
mations. They later extended ASM to focus particularly on the
contour extraction of human faces and the identi�cation of facial
features [10]. Based on ASM, we further devise our own facialfea-
ture detection algorithm to �t the needs for facial feature alteration.
Our new algorithm not only suits our need for the ensuing face-
off process, but also is much simpler and thus ef�cient to provide
interactive response.

In terms of interface, we think thatdrag-and-drop pastingby Jia
et al. [13] provides a very intuitive way of manipulation for image
editing; however, to make things even simpler and more automatic,
our system offers achoose-and-adjust pastinginterface. That is, a
user just needs to select from a given pool of facial featureswith a
mouse click, and then the picked feature will be placed on thetarget
face in a seamless fashion. He/She can also drag the bounding
box of the source feature to further adjust its size, location, and
orientation, should he/she be not satis�ed with the result.Lalonde
et al.'s photo clip art[16] provided a database of objects segmented
from real images to facilitate the composition of authenticscenes.
Our system is similar in this regard, except that the involved objects



are facial features.

So far perhaps the most similar work to ours, Bitouket al. [4] per-
formedface swappingby matching the input image with the ones
in the database in terms of appearance and pose, adjusting auto-
matically the related parameters of the most matched ones from
the database, and �nally replaced the input face with the candi-
date faces in a ranked fashion. While our system lacks such an
automatic pose adjustment functionality, its ability to selectively
replace individual facial feature is comparatively advantageous and
�exible in terms of practical applications.

To sum up, facial appearance alteration has been tried at least on the
following work,[2] by Agarwalaet al., [17] by Levin et al., [23]
by Perezet al., [5] by Blanzet al., [18, 19] by Leyvandet al., and
[4] by Bitouk et al.. Nevertheless, it should be fair to say that our
system addresses this issue in a more systematical way, whereas
explicit manual effort is generally required in aforementioned ap-
proaches.

3. FACEOFF WITH POISSON IMAGE EDIT
ING

In this section, we describe how a face-off is achieved through the
use of Poisson image editing in great details. We start by giving
a system overview. A brief introduction on Poisson image editing
follows, and then we show how it is applied on the proposed face-
off process. Next we present some of our system interfaces, and
discuss several implementation-related issues.

3.1 System Overview
Figure 1 depicts the system overview of this work. A user �rstloads
a facial image that is to be altered, and our system then automati-
cally detects the regions of facial features. The next step is to select
the feature (i.e., eyes, nose, and mouth) to be modi�ed, where the
feature could be either from thefeature database, or loaded again
by the user. Once the input image and source feature are ready,
face-off could be initiated. If the user is not satis�ed withthe result,
he/she could adjust the location, scale, and orientation ofthe source
feature, as will be explained in Section 3.3, and perform theface-
off again, until a desired result is obtained; otherwise he/she could
load another source feature to re-run the whole process. Thesame
facial feature detection scheme can also be applied to construct our
feature database, where we automatically extract the facial features
from each input image, and this database could be queried to supply
desired features with a wide variety.

3.2 Poisson Image Editing
We adopt the idea ofPoisson image editingby Perezet al. [23]
to insert source features onto the target image. Note that involved
Poisson equation can be solved by theGauss-Seideliteration with
successive over-relaxation, and for a typical size of
 , it normally
takes less than one second to �nd the solution. This is also why
even for the job of inpainting, to be described next, we also resort
to Poisson image editing to speed up the whole face-off process.
Figure 2 demonstrates the Poisson image editing process by an ex-
ample.

However, as shown in Figure 3, it is possible that sometimes the
feature to be painted (the nose shown in Figure 3(d)) on the target
face is smaller than the original feature (the nose shown in Fig-
ure 3(a)), and a direct application of Poisson image editingwill
lead to an erroneous result. Figure 3(b),(c) demonstrate how we
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Figure 1: System overview.

Figure 2: Example of Poisson image editing.



(a) Original (b) Inpainting Mask

(c) Poisson Inpainting (d) Final Result

Figure 3: The approach that we used for replacing a larger
feature with a smaller one.

achieve the inpainting via Poisson image editing, where a white
image mask is �rst applied to alter the underlying image, before
the real feature to be added.

3.3 System Interface
As mentioned at the beginning of this Section, a user �rst loads an
input photo to perform the face-off task. Once the loading isdone,
the user could then selectFace Detection Onto automatically iden-
tify the facial features, as shown in Figure 4.Face Detection Offis
used to turn off the display of the markings of the facial features,
should these markings become distracting. The next step is to se-
lect a feature to alter. Figure 4 also demonstrates how a usercould
select a feature type, i.e., left eye, right eye, nose, and mouth, and
then select a desired feature of that type with a simple mouseclick.
Note that the corresponding face, from which the selected feature
was extracted, is also displayed for user's reference. Alternatively,
a user could load a feature from an external �le, as shown in Fig-
ure 5.

Once the input photo and feature to alter are ready,Face Offcan
be clicked and performed, as shown in Figure 4. However, there
are cases where either the feature detection is not perfect,or the
loaded feature is not placed properly, thus leading to undesired re-
sults. To address this, our system offers a �ne-tune mechanism that
allows a user to adjust the position, scale, and orientationof the
selected feature, before/after the face-off is performed,thus mak-
ing the face-off and adjustment altogether an iterative process, un-
til the desired result is achieved. On the other hand, even when
our system's automatic feature placement is already perfect, users
can also apply such a �ne-tune mechanism to intentionally create

Figure 4: Example of loading a feature from system's feature
database.

Figure 5: Example of loading a feature from an external �le.



original result original result original result

start shifting start scaling start rotating

stop shifting stop scaling stop rotating

adjusted result adjusted result adjusted result

Figure 6: The adjustment operations that are supported in our
system. Left column: shifting. Central column: scaling. Right
column: rotation.

(a) (b)

Figure 7: The ASM process. (a) The original image. (b) The
resulting image after ASM applies.

some “weird looking” face-off results to impress others. Figures 6
demonstrates three examples, and each of them is represented as a
column of four images, where a user adjusts the involved features
in three different ways.

3.4 Implementation
In terms of implementation, we opt for combining C# and MAT-
LAB into one system, as C# provides better interfacing capability,
while MATLAB offers superb numerical computation support.By
making the MATLAB code adynamic linking libraryor DLL for
short, it can be called from the C# code, thus making the combina-
tion possible and ef�cient.

4. AUTOMATIC DETECTION OF FACIAL
FEATURES

The automatic facial feature detection algorithm, which greatly en-
hances the usability of our system, is described in this section. To
enhance the robustness, we build our feature detection scheme on
top of theActive Shape Model, or ASM for short, to to locate the
facial feature points. ASM outputs 63 feature points (0� 62) for
each person detected from the input image, and an example of such
is shown in Figure 7.

From this ASM result, we could construct the bounding box for
each facial feature. For example, the right eye consists of feature
points 27� 30, a tight bounding box therefore can be constructed
accordingly, and similarly for other facial features, as shown in Fig-
ure 8(a). However, for the purpose of altering the facial features
automatically, we have to �nd larger bounding boxes to enclose the
facial feature regions so that during the aforementioned Poisson im-
age editing process, the blending procedure will not be undesirably
“contaminated” by the edges of the detected facial features. Such
adjustments can be seen in Figure 8(b), and how these adjustments
are done are to be described in the ensuing sub-sections.

4.1 Eye Region Adjustment
For the ease of discussion, we �rst de�ne whatskin pixelsare. First,
we de�ne the polygon to represent the facial shape by using the set
of points from the 0th to the 14th derived from ASM, as shown in
Figure 7(b). Second, within the facial shape, we discard thepixels
within the facial feature boundaries detected by ASM. Third, for
the remaining pixels, as shown in Figure 9 as the non-black area,
we calculate their statistical mean and standard deviationto derive
the skin color distribution. Through experiments, the skincolors



(a) (b)

Figure 8: The bounding box adjustment process. (a) The orig-
inal bounding boxes derived from the ASM process. (b) The
resulting bounding boxes after proposed adjustments.

Figure 9: The mask for calculating the skin color distribution.

are currently set to be within 2 standard deviations from themean
color. Finally, we can determine if a pixel is of a skin color or not
for all the pixels in the image accordingly, and the result isshown in
Figure 10(a) in non-black colors. Next, through the application of
Sobel edge detection, we could identify theedge pixels, as shown
in Figure 10(b). Now starting with the original eye boundingboxes
derived from ASM, we vertically expand the bounding boxes un-
til there is no pixel, which is a non-skin edge pixel, as shownin
Figure 10(c), that lies on the upper and lower bounding box bound-
aries. We then do the same thing horizontally, and as a resultthe
�nal adjusted eye bounding boxes, as shown in Figure 8(b), can be
derived.

4.2 Eyebrow Region Adjustment

(a) (b) (c)

Figure 10: The process of adjusting the eye region. (a) The skin
pixels. (b) The edge pixels. (c) The resulting pixels that are
non-skin edge pixels.

Figure 11: The detected eyebrow regions.

Note that if a person's eyebrows are occluded by hair, then even we
can mark the eyebrow regions correctly, the extracted eyebrows are
not very useful in terms of later processing. For eyebrow region de-
tection, we proceed as follows. First, similar to the skin detection
process mentioned previously, we could also compute the eyebrow
color distribution. Again we make use of ASM to form the poly-
gons for eyebrows. More speci�cally, points from the 15th tothe
20th can be used to enclose the left eyebrow, and thus the distribu-
tion of eyebrows can be calculated. Second, for each pixel inthe
following probing process, we compute its Euclidean distances to
the skin color distribution and to the eyebrow color distribution. It
is set to be a skin pixel, if it closer to the skin color distribution;
otherwise, it is set as an eyebrow pixel. To decide the heightof the
eyebrows bounding box, we start from the upper boundary of the
eye regions. For every point on the boundary, we go upward, until
the �rst eyebrow pixel has been met. The vertical position ofthe
point is then set to be a candidate for the lower bound of the eye-
brow, as marked in green in Figure 11. After that, we go upward
again until the �rst skin pixel has been met, and it is set to bea
candidate for the upper bound of the eyebrow, as marked in blue in
Figure 11. Next, we compute the statistical mean and standard de-
viation of the lower and the upper bound candidates, respectively.
We discard the candidate points whose vertical positions lies out-
side of two standard deviations. The lower bound and the upper
bound of the eyebrow bounding box are assigned to be the lowest
and the highest vertical positions from the remaining candidates.
After that, we have to determine the width of the eyebrow bound-
ing box. The original width of the eyebrow bounding box is setto
be the same with the eye bounding box. And we separately expand
the boundary rightward and leftward one pixel at a time. While ex-
panding the bounding box horizontally, we simultaneously check
the newly expanded column for its lower bound candidate as de-
scribed above. If the lower bound of the newly expanded column
is higher than the upper bound of the eyebrow bounding box, the
expansion process terminates. Finally, when both sides of the ex-
pansion process terminate, the width of the eyebrow bounding box
is decided. There are two more things that should be pay attention
to. First, the maximum height of the eyebrow bounding box can
never be larger than the height of the eye bounding box. Second,
the expansion process should have stopped earlier if the twoeye-
brow bounding boxes are going to collide with each other, or the
horizontal boundaries are going to cross the facial shape derived
from ASM.



(a) (b)

Figure 12: The process of nose detection. (a) The original tri-
angular shape region. (b) The �nal bounding boxes, including
the modi�ed trapezoidal nose region.

4.3 Mouth Region Adjustment
To adjust the mouth region, the horizontal boundaries of ASMmouth
bounding box are �rst set to be the horizontal positions of the 31st
and 36th points (pupils of the eyes) derived from ASM. Then, the
upper bound of the mouth bounding box is calculated as the verti-
cal position of the midpoint of the 41st and 51st points (the base of
nose and the upper lip, respectively) from ASM. Lastly, the height
of the mouth bounding box is estimated as two times the heightbe-
tween the upper bound and the 61st point (the middle of lips) from
ASM.

4.4 Nose Region Adjustment
Adjusting the nose region involves the following steps. First, we
mark atriangle that will enclose the nose. The topmost vertex of
the triangle is the mid point of two eye bounding boxes. The hori-
zontal span of the other two vertices of the triangle is the same as
the bounding box of the mouth, while the lower bound of the nose
is set to be 2 pixels upward with respect to the upper bound of the
mouth region determined previously. Figure 12(a) shows thetrian-
gle, marked in red, that is constructed this way. Finally, toaccom-
modate the cases where people have wide nose wings, we enlarge
the triangle to become atrapezoid, by expanding the topmost vertex
of the triangle into a line segment, with the same vertical position,
while its horizontal span is equal to half of the distance between
the two eye bounding boxes, as shown Figure 12(b), which also
demonstrates the aggregated �nal result of the facial feature detec-
tion.

Note that due to some undesirable lighting conditions or skin col-
ors, the ASM process may fail, as shown in Figure 13(a). In that
case, users are able to re�ne the �nal detection result by some in-
tuitive manipulations such as translation or scaling, etc., to obtain
the �nal desired bounding boxes, as shown in Figure 13(b). Once
the boundaries of the facial feature bounding boxes are determined,
the facial features are extracted and to be stored in the database, as
shown in Figure 14.

4.5 Database of Facial Features
We have collected 161 facial photos for our testing purpose,and
their features are automatically detected and placed into our feature
database, where part of the database can be seen in Figure 4. Out of
these 161 people, there are 61 occidental people, with 20 females
and 41 males. The rest 100 people are oriental people, with 50
females and 50 males. Note that as our facial feature detection

(a) (b)

Figure 13: (a) Mis-detection of ASM. (b) The adjusted bound-
ing boxes.

Figure 14: The extracted features through the aforementioned
bounding boxes.

algorithm is based on ASM, the input images should bepassport
similar, otherwise the output features points from ASM may not
be accurate, thus affecting ensuing feature alteration process. In
addition, lighting condition and skin colors may also in�uence the
accuracy of ASM. As a result, out of these 161 facial photos, our
algorithm can perfectly detect the facial features for 125 of them
through the help of ASM, thus leaving 36 photos that need further
manual adjustment. Out of these 36 incorrect results, 17 of them
are due to exclusively mis-detection of eyebrows, and 13 of them
are due to the errors of other facial features. The rest 6 cases are
severe ASM errors, as shown in Figure 13(a), where the detected
facial shape is completely outside of the desired one. We should
nevertheless admit that, as a prototype system, there is still room
for further improvement, at least in terms of completeness of the
feature database.

5. RESULTS
We have conducted our experiments on a Pentium IV 2.8GHz ma-
chine with 768 MBytes memory, running on the Windows XP oper-
ating system. The tool for development is Visual Studio .Net2005
Visual C#, with a back-end MATLAB 7.0 engine for solving the
Poisson equation. In terms of timing, the face-off time is roughly
1 second, while the automatic facial feature detection is even much
faster.

Figure 15 demonstrates the results of our system. We believethat
the successfulness could be observed from this set of trials, which
even boldly merge facial features coming from different ethnic back-



grounds. A more vivid demo of our system can be seen from the ac-
companying video that can be downloaded from http://www.cs.ntust.
edu.tw/ckyang/faceoff2.avi.

To further demonstrate the effectiveness of our approach, we com-
pare the results generated from our system with those from Bitouk
et al., as shown in Figure 16 and Figure 17. More speci�cally,
instead of replacing the entire face at one time, we replace facial
features altogether to achieve the similar desired effect.As can be
seen from this �gure, except for the �rst result in Figure 17,where
the imperfection of our result is due to the lack of further parameter
adjustment, such as lighting and skin color, nearly all of our results
show little noticeable difference. However, as claimed aforemen-
tionedly, our system enjoys the mechanism of a �ner granularity
that allows users to selectively replace each and every facial fea-
ture individually and independently, as shown in Figure 18.And
such �exibility would make our system more useful in practice.

To have a more objective evaluation of our system, we have also
conducted a user study, and part of the results are shown in Fig-
ure 19 and Figure 20. For this user study, we have collected 11
test sets. Each set contains an original image photo and 3 to 5
face-off results generated by our system, and there are 84 people
participated in our study. We ask each participant to give ranks
for each set of the images (ties are allowed) without tellingthem
which the original ones are. The images shown here are the best
results in each of these 11 test sets. In this �gure, we also show
the number of people, out of these 84 participants, that �nd the
“face-offed” results are more appealing than the originals. Note
that for all the results in these two Figures are automatically gen-
erated by our system without any user assistance, except theimage
labeled 60, where we changed the subject's nose. The reason for
such manual adjustment is due to the imperfection of nose detec-
tion, which is affected by the wrinkles around the nose. It should
be evident from this study that by offering the ability to selectively
change some facial features, there can always be more than half of
the participants �nd the properly face-offed results more attractive,
thus proving our claims.

After analyzing the result of the rankings, we have some �ndings.
Changing one's eyes may give others a very different impression.
Especially a pair of more catching eyes usually yields a better rank-
ing, as shown in the sixth and seventh test sets in our user study, as
shown in Figure 19 and Figure 20. A smiling mouth could make
a person look kinder, thus a higher ranking, as shown in the fourth
and tenth test sets in Figure 19 and Figure 20. Furthermore, we
have found that altering one's eyebrows or nose seems not to make
signi�cant impacts to humans visual perception, as demonstrated
in Figure 21.

In addition to making the adjusted results more attractive,we also
want to make sure the face-off results generated by our systems do
not look fake. To validate this, we conducted the second userstudy
by using the same 11 test sets, but with each of test set contain-
ing one original image and the most favored face-off image chosen
from the �rst user study. The second user study was performedas
follows, and the statistics are shown in Table 1. For each of the
11 test sets, we asked each of the 84 participating people whether
the original image or the face-off image looks fake, withouttelling
them which one is the original image beforehand. The second col-
umn in this table denotes the number of people, out of 84 people,
who think that the original image looks fake, while the thirdcol-
umn the number of people who consider the face-off result a fake

(a) (b)

(c) (d)

Figure 21: (a) and (c) The original images. (b) Eyebrows
changed from (a). (d) Nose changed from (c).

one. The last column in this table calculates the differences by sub-
tracting the numbers in second column from those in the thirdone.
To prove that our results look real, we set two hypotheses as the
following.

H 0 : D = 0

H 1 : D 6= 0 (1)

whereD represents the differences between the two observations.
By using thepaired t-test, thet valuewe derive is 1.429, and it is
less than the two-sidedp value, which is 2.201, for 0.05 level of
signi�cance. Therefore, we cannot rejectH 0 , or equivalently, the
result images generated by our system cannot be easily recognized
as arti�cial ones. As a result, this consolidates our beliefthat our
generated results look natural.

However, we must point out that some results still look weirdbe-
cause the newly face-offed facial features are just not �t tothe
person, as shown in Figure 22(a) and (b), or the combination of
the exchanged facial features just appear strange, as shownin Fig-
ure 22(c) and (d).

6. CONCLUSIONS AND FUTURE WORK
We have developed a system that could alter facial appearance au-
tomatically, gracefully, and interactively. The two enabling tech-
niques that underlie this work arePoisson image editingandau-
tomatic extraction of facial features, where the later one is built
on top ofActive Shape Modelto increase the robustness of facial
feature detection. Results are demonstrated to prove the effective-
ness of our proposed approach, and compared with existing ap-
proach when applicable. A user study is also conducted to verify



Original Face-Off Original Face-Off

Figure 15: The face-off results of our system.

(a) (b)

(c) (d)

Figure 22: (a) and (c) The original images. (b) and (d) The
weird face-off results.

Table 1: The comparisons of our system's face-off results
against the original images for authenticity.

Model Original Face-off Difference
1 5 4 -1
2 0 17 17
3 1 0 -1
4 0 0 0
5 1 12 11
6 9 7 -2
7 4 8 4
8 5 2 -3
9 5 9 4
10 1 5 4
11 5 2 -3

the usefulness of our system. In addition to facial alteration, our
system could also be employed in numerous applications, such as
the generation ofavatarsor photo of suspects, while at the same
time offering superior ef�ciency and quality. However, ourcurrent
system still has its limitations. For example, our system does not
deal with eyebrows and ears presently as they are often occluded
by hair. Similarly, due to the interference of hair, alteration of fa-
cial contours is not handled currently. Errors could also beresulted
if one's beard or mustache is too dense or too dark, which could
potentially mislead the nose and mouth detection processes. In ad-
dition, for the automatic facial feature detection to be correct, the
lighting condition cannot be too extreme. For example, if the left
face is too bright and the right face is too dark, erroneous detections



Original Target Bitouket al. Ours

Figure 16: Comparisons between Bitouket al.'s results and ours.



Original Target Bitouket al. Ours

Figure 17: More comparisons between Bitouket al.'s results and ours.



(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 18: Some face-off results of our system, where the original images are from Figure 16 and Figure 17. More speci�cally, we
replaced the eyes in (a), nose and mouth in (b), eyebrows and nose in (c), mouth in (d), eyes and eyebrows in (e), nose in (f),eyes and
eyebrows in (g), and mouth in (h), respectively.



Original1 69 Original2 42

Original3 48 Original4 51

Original5 64 Original6 60

Figure 19: Some face-off results from the user study of our system. The odd columns are the original images, from the �rst set to the
eleventh set, while the even columns the face-off results. Note that the numbers shown in even columns are the number of people,
out of 84 people, that �nd the face-offed results more attractive than the original images; the larger the number, the more attractive
a face-offed resulting image.



Original7 58 Original8 61

Original9 59 Original10 48

Original11 73

Figure 20: More results from the user study.



Figure 23: Example of adding glasses for a person.

may occur. Moreover, if there is a signi�cant difference in resolu-
tion between the original image and the target image or wherethe
facial features come from, problems may occur. For example,when
replacing a high-resolution facial feature with a facial feature with
a lower resolution, the blending, as well the �nal outlook may con-
tain undesired artifacts.

In the future, we will not only address the aforementioned issues,
but also strive for providing more interesting functionalities, such
as the addition of eye-glasses (a preliminary trial result is shown in
Figure 23), ear-rings, necklaces, etc., or even the change of hair-
style. Another issue is regarding the completeness of our facial
feature database. Currently it is still hard to tell if our manually
collected features are complete or not, i.e., whether the set of fea-
tures have covered all possibilities to a reasonable degree. One
solution may be to crawl the web to look for more different facial
features, and only the features that are different enough from the
existing ones in the database are retained, where the comparison is
based on a pre-de�ned metric. All features collected as suchcould
be classi�ed into a �x number of categories, while within each cat-
egory the most representative feature will be selected and displayed
along with the system for the face-off purpose. The issue of auto-
matically adjusting lighting and skin color parameters to enhance
the blending effects, as done by Bitouket al. [4] should also be
addressed. One more interesting direction to pursue is to automat-
ically determine the best face-off strategy, i.e., the combination of
speci�c facial features from the database, to achieve the most ideal
or pleasing result, where the aesthetic standards could be trained
and learned by employing amachine learningparadigm. It would
also be interesting to extend this framework to videos or 3D surface
models, such as Blanzet al. did [6]. Finally, the synthesis of differ-
ent expressions could also be provided, such as the work doneby
Yanget al. [28], to further enrich the capabilities of our system.
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